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1: The new tech paradigm 
Defining AI in the era of foundation models



Where we are in AI development



Narrow AI /ML 
“1 model = 1 task”

Fine tuning needed (training to adapt 
to a specific context/task/dataset)

E.g. AlphaGo, AlphaFold, Gmail 
autocomplete, Facebook image auto 
tagging

● Image classification
● Machine Translation
● Text translation
● Protein folding
● Playing Go game

More general AI 
“Zero shot learners” i.e. “1 model = lot of tasks”

Zero shot: Please answer 3+5=?
One shot: 2+4 = 6, please answer 3+5=?
Few shot: 2+4=6, 1+8=9, please answer 3+5=?

E.g. Large language models like OpenAI GPT-3, and ChatGPT, 
Meta’s Llama, Anthropic Claude, Google’s Lambda  etc…

● Different kind of reasoning (Some level of common 
sense, Math, formal logic etc..)

● Text generation (summarization, translation, 
dialogue generation)

● Question answering
● Classification
● Tagging
● etc..



● No well-established theory, only empirical scaling laws describing dynamics 
● No consensus on experimentation and evaluation protocol
● Research methods, practices, and norms of communication have yet to solidify: while interacting with the 

models, we discover new behaviors (Sycophancy, the bonus for knowing, deception etc.)

scaling laws Inverse scaling laws

This task asks an LM to write a phrase in a 
way that starts like a famous quote but ends 
differently. 

Larger LMs are more likely to continue with 
the famous quote, suggesting they struggle to 
avoid repeating memorized text. 

AI is not a science: it is pre-paradigmatic



AI is not a science: it is pre-paradigmatic

The best AI experts are often wrong in their predictions.
● Sam Altman “I certainly would nove have predicted GPT4 9 years ago (WSJ Tech Live 2023)
● Authors of the seminal paper “Attention is all you need” that gave birth to the transformers acknowledge that they did not foresee 

the potential of their methods when it is scaled.
● Hinton’s prediction about the radiologists
● 20 years ago, Yann Lecun will tell you that nobody took Deep learning seriously.
● Rosenblatt, who in 1958 presented his 1st perceptron that recognizes whether a square drawn on a sheet of paper is placed on 

the left or right -> Rosenblatt predicts that his machine will talk within a year -> It will take 30 years.

The recent history of AI shows us that this technology is constantly reinventing itself.
● Only a couple month ago, the OECD definition did not even mention the concept of generative systems (they are around since 

2015)
● We're rediscovering AI as a political issue
● We are rediscovering AI as a pluridisciplinary issue. 

We can describe what is learning and what is not.
● The history of programming is built on deduction. 
● AI is the art of induction (i.e. using examples to extract rules). 
● Creationism vs. evolutionary theory

Amara’s Law: we tend to overestimate the effect of a technology in the short run and underestimate the effect in the long run.



How AI Fails Us, Divya Siddarth, Daron Acemoglu, Danielle Allen, Kate Crawford, James Evans, Michael Jordan, E. Glen Weyl, Dec. 2021. Harvard.
There is no AI, Jaron Lanier Apr. 2023. New Yorker. 

The narrative legacy: which principles have governed AI development?

Definition Examples Emerging alternative 
visions

Human competition 
(rather than collaboration)

Aim of surpassing, some 
conception of generalized, 
human-level cognitive 
capabilities.

AI stanford Index benchmarks have 
historically been all about 
human-AI competition

Social and relational 
dimension of intelligence 
have to be taken into 
account. 

Autonomy The machine is independent 
from human oversight. 
Measure of success is based 
on the degree of  autonomy.

“Solve intelligence, then use that to 
solve everything else” (DeepMind)

“AGI - by which we mean highly 
autonomous system that 
outperform humans..” (OpenAI)

Innovative form of social 
collaboration (Jaron 
Lanier)

Centralization Centralization of decision 
making under the direction of a 
small group of engineers of AI 
systems.

The core engineering team of 
GPT-3 at OpenAI is about 150 
people. 

Decentralized co-design of 
AI



Current limitations:  

We need research breakthroughs to solve some of today’s technical challenges in creating AI with safe and ethical objectives. 

Some of these challenges are unlikely to be solved by simply making AI systems more capable.

Data distribution: most likely to find clocks pointing at 
10:10 in ads (visually more appealing)

Biggest LLM  never, ever get to a complete, 
abstract, reliable representation of what 
multiplication is.

● 5% of the world speaks English at home, yet 63.7% of internet communication is in English.
● 60% of GPT-3's training data was a "filtered version of CommonCrawl" (internet)
● Half the world's population (around 3.6 billion) will not have had access to the Internet by 2023 

(UN estimate) and thus, are not “represented”.
-> challenges on access, value pluralisms and world representations.



End user auditsExpert audits

Expert red teaming Public red teaming

Test for unknown harms

Test for known harms

AI experts General public

How to test AI in the real world?
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2: Powers of AI 
AI actors are geopolitical actors



AI is a dual use technology…

● AI systems used for drug discovery can be repurposed to “create” new biochemical weapons; 

● Some of the algorithms in the Arta GIS program used by the Ukrainian army to identify the artillery unit best 
placed to deal with a target, are akin to Uber's matching algorithms for matching users and drivers.

● Driving car systems can be repurposed to drive tanks

● Etc..

…Which means:

-> A government wishing to restrict access to the most advanced systems for national security reasons needs to 
define “frontier AI”. 

-> Need for a mechanism for evaluating those capabilities. 

-> From then on, the strategic discussion combines with that of AI technology and governance.

AI as a dual use technology



New U.S doctrine as explained by Jake Sullivan (2022): "Previously, we [...] only needed to be one or two generations ahead, but that's not the 
strategic environment we find ourselves in today [...] we need to maintain as big a lead as possible."

Senator C. Schumer called the U.S. to "take the lead [...] and not allow China to lead innovation or define the rules of the game".

Exports control:
● August 2022 -> Chips and Science Act: 52.7 billion in subsidies over five years. Countries benefiting from these subsidies will be 

forbidden from investing in semiconductor in China for ten years.
● October 2022 -> BIS export control: Nvidia and AMD can sell the most advanced GPUs to China. Restrictions are designed to prevent 

US nationals from being able to support the development of semiconductors in China without a license.

Generative AI in the U.S



Is decoupling a good strategy for global security?  

A close race is safer than one with a frustrated but capable laggard. 

With the idea of a safety tax (building a safe system might be harder), Stafford, Trager and Dafoe show that a laggard in a technology 
race, is more willing to cut corners.

Will China decide at some point that it needs to win the race and in order to do so, there is a safety tax that it needs to cut a corner on? 
Need to explore multilateral solutions beyond .

…But we have seen a different story: the pressure came from well funded AI startups from the silicon valley like OpenAI or 
Anthropic that have reshuffled the cards.

Generative AI in the U.S



1. Goal: establishment of China as the world leader in the AI field by 2030” (2017 Chinese national strategy)
2. Fusion of military-civil AI: the political, economic and security dimensions must be integrated into a coherent vision
3. Financing AI research : unprecedented role of new public, private and academic consortia, rather than traditional research 

funding via the Natural Science Foundation of China, has been decisive in the recent development of AI in China.
4. The growing role of private sector in Chinese Military AI procurement poses challenges for U.S export control: most 

of the Chinese Military AI vendors have fewer than 50 employees with little registered share capital. They publish research 
with military-affiliated universities. 

5. LLM in China depends on U.S hardware: only 3 out of 26 models explicitly mention that they were trained without Nvidia 
GPUs. There are alternatives, such as the Sunway supercomputer, but these are based on 14nm processors, whereas nvidia 
H100 and A100 are in the 4-7 nm range. 

Generative AI in China

In the license of GLM-130B model (Tsinghua university): 
“You will not use the Software for any act that may 
undermine China’s national security and national 
unity…”China National champions: 11 companies have been appointed to the 

national AI team in respective fields



Generative AI in Europe
Europe has not the competency on national security or strategic aspects of AI. The EU AI Act excludes military applications. 

BUT: 
● Europe can no longer afford to delegate the development of technological products to others, and simply produce the rules so as not to 

use them.
● Mistral pitch deck: “All major actors are currently US-based, and Europe has yet to see the appearance of a serious contender. This is 

a major geopolitical issue given the strength (and dangers) of this new technology.”

Is Europe becoming GPU poor vs GPU rich countries?
● The public research institution King Abdullah University of Science and Technology bought 3000 H100 GPUs: $120M
● France & Europe puts additional 50M euros in Jean zay
● In comparison, UAE Falcon-180B was trained on more A100 GPUs than all Jean Zay.

Is Europe becoming talent-poor?
● Not really: Europe is leading in terms of global concentration of AI 

talents relative to the total number of engineers. 
● But: 68% of foreign engineers in the Silicon valley vs 13% of 

international students in Paris Saclay campus. 



Do we need a DARPA model of innovation for Europe?

DARPA's programs are technical, extremely ambitious and 
fundamentally multidisciplinary.

● autonomous vehicle launched in 2004 
● AI Explicability launched in 2015 

Various points of view on an exploratory subject (teams come and go, 
and those who start are not necessarily those who finish).

High degree of autonomy: disruptive innovations do not lend 
themselves easily to the collegiality of a conventional board of directors.

Permanent tension between long and short term:
● Long term provide flexibility that a private company, subject to 

commercial realities, generally lacks. 
● The short term, on the other hand, is the one of urgency and 

entrepreneurship, aimed at maximizing the immediate 
usefulness of technology for society. DARPA encourages 
teams to report back within a few months, presenting a prototype 
and iterative progress.



A NEW DIGITAL DIPLOMACY: OVERVIEW

New 1:1 relationship between member states and GAFAM 

● EU digital diplomacy: office in the silicon valley to “have a positive relationship between 
the regulator and the regulated”

● In 2017, Denmark was the first country in Europe to appoint one of the digital 
ambassadors to GAFAM. 

● France, meanwhile, presents an ambassador for digital affairs who is not an 
ambassador to the GAFAM per se but who "represents France in digital matters" in the 
words of Henri Verdier. 

● Monaco has also recently announced to do the same.

July 2021, Antony Blinken is clear that "democracies must pass the technological test together" and that 
"diplomacy, [...] has a big role to play in this regard"



Example research questions they are interested in might include (from OpenAI job page):

● How can we best inform and prepare the world for advanced AI capabilities?
● How might different geopolitical actors anticipate and react to our developments?
● How should we think about how our actions today affect the geopolitics of the future, and any path dependencies?

-> Most of the forums are now plurilateral (involving governments + key industrial players).
E.g. UK summit, Schumer Forum, Red teaming DEFCON etc.. 

AI actors are hiring geopolitical experts



● The original design of the Web didn’t 
keep track of where bits came from 
(computers and bandwidth were poor in 
the beginning).

● Today, most people take it for granted 
that the Web is anti-contextual and 
devoid of provenance. 

● A.I. is revealing the true costs of 
ignoring data provenance. Without 
provenance, we have no way of 
controlling our A.I.s, or of making them 
economically fair. 

AI and democracy: the era of deep fake elections

● Profiling algorithms
● Weaponized recommender systems
● Deep fake (multimodal)
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3: AI global governance 
International institutions, risks and regulation



Cultural forces and AI regulation



Measuring AI is hard for governments. What global institution do we need that we don't already have? Which goal? 

● Scientific consensus building
○ IPCC/GIEC for AI 
○ GPAI

● Political consensus building
○ G7 hiroshima process
○ AI Global Governance Initiative launched by Xi during the belt and road forum
○ Brics ‘AI study group’
○ UK summit on AI safety

● Emergency response
○ IAEA for AI (nuclear weapon)

● Enforcement of global standards
● Joint international research

○ UN AI Research Organization (UNAIRO) 
○ CERN for AI 

International AI institutions



AI safety risks may not be easily contained within borders so multilateralism is needed. A tight focus on a shared 
problem is more likely to be successful to reach a global commitment. 

2 key differences between today’s situation and IAEA cold war period

● We may need to govern not just all the other countries in the world that aren't at the power centers, we may 
need to govern what the powerful countries do vis a vis each other. 

● During the cold war, the interest of P5 countries were aligned. This was particularly true after China 
acquired nuclear weapons in the 1960s. But that harmony of interest among the powerful countries does 
not exist in AI. This means that the UN will be a more challenging venue for international 
cooperation.

International AI institutions



Speculative risks vs present day harms

There is a need for risk prioritization (e.g. on a political agenda) and resource allocation (finite number of AI researchers).

Speculative risks Present day harms

Misinformation Intentional deception (the model lying 
intentionally)

Risks on democracy (disinformation, misinformation

Labor impact LLM will replace all jobs Concentration of power, market capture, new labor 
relations and corporate social responsibility

Safety Long-term existential risks Near-term security risks



No publicly known model currently exceeds the EO training compute threshold. The threshold of 1e26 FLOP is roughly 
5x that of GPT-4 by estimates (training compute cost alone could be around ≈$250M). 

Putting the EO in perspective

Same debate has been raised with Playstation: in 1999, the U.S. Bureau of Industry and Security (BIS) ruled that it was illegal to ship 
the PlayStation 2 console to China without an export license 

+ Bigger models are not necessarily more capable or more dangerous. There's no definitive evidence of this.
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