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Artificial Intelligence has been 
inspired by models of the brain
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“ A  L O G I C A L  C A L C U L U S  O F  I D E A S  
I M M A N E N T  I N  N E R V O U S  A C T I V I T Y ”

1943, McCullough & Pitts. 1958 The Perceptron was 
implemented by Frank Rosenblatt, funded by the 
Office of Naval Research.
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M L  D O M I N A T E S  A I  

• Backprop (the chain rule)

• Bigger Models - 8 layers

• Compute 

• Data – Supervised learning

• AlphaGo Zero – trained using RL
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L L M S :  G E N E R A T I V E  P R E T R A I N E D  
T R A N S F O R M E R S  

GPT-1 
117 M

GPT-2
1.5 BN

GPT-3
175 BN

GPT-4
1 TRILLION

2018
2019

2020

2023

PaLM
540 BN
(LaMDA
150 BN)

What is generative AI?
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G E N E R A T I V E  P R E - T R A I N E D
T R A N S F O R M E R S :  C L O Z E  P R O B A B I L I T Y   

The lawyer feared 
her client was

Guilty

(0.73, 
 lying 0.14, 
crazy, 0.03, 
sick, 0.02)

Of the Next Word (prediction)



They 
lawyer 

feared her 
client was 

Guilty

Of the Next Word (prediction)

GPT-1 (2018), 117 million parameters: ‘We 
evaluate on the Story Cloze Test [40],  our model 
again outperforms the previous best results by 
significant margins - up to 8.9%  

R I G H T  E N D I N G

S H E  F O U N D  H E R  
P H O N E  I N  T H E  
C A R .

W R O N G  E N D I N G

S H E  D I D N ' T  W A N T  
H E R  P H O N E  
A N Y M O R E .

G E N E R A T I V E  P R E - T R A I N E D
T R A N S F O R M E R S   

Gina misplaced her 
phone at her 
grandparents. It wasn’t 
anywhere in the living 
room. She realized she 
was in the car before. 
She grabbed her dad’s 
keys and ran outside.
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• No reasoning

• Data in/ Data out

• No facility to ‘Understand’ the data

• No drives (or externally imposed)

• Never become self aware or take over the human 
race!



B U T !

• Probability re-offending

• Amazon job applications

• Medical School entry

• Access treatment/finance/insurance



P H Y S I C A L  
A U T O M A T I O N  V S  

C O G N I T I V E  
A U T O M A T I O N

D A T A  O W N E R S H I P
D A T A  P R O V E N A N C E



BIAS IN = BIAS OUT



GPT-4
8 GWH : One 

Galway City per 
retrain

GPT-3
1.5 GWH :   

Population of 
Amersham

 POWER 

CONSUMPTION



Martinez v. Delta Air Lines
Zicherman v. Korean Air Lines 

Varghese v. China Southern Airlines

T R U T H  T H A T  ’ C O M E S  
F R O M  T H E  G U T  A N D  N O T  
F R O M  F A C T S . ’  M I R R I A M -

W E B S T E R ’ S  W O R D  O F  
T H E  Y E A R  2 0 0 6



G L O B A L  A C C E S S  
T O  M R I

11/6/23 Sample Footer Text 42

HEALTHCARE



A C C E S S I B L E  P O I N T  O F  
C A R E  B R A I N  I M A G I N G

HEALTHCARE
With a U-NET & £60k Machine

With a £3M Machine



Artificial Intelligence has been 
inspired by models of the brain



Modelling the Brain

“Normative models describe how an 
optimal system would work given the 
goals. They describe ‘what’ the brain is 
trying to do.”

“Process models are about the 
mechanisms, thus describing ‘how’ it is 
done.”

Flagel et al. 2016



Modelling the Brain

Normative models Process models 

Variational Message Passing
To Minimize Free Energy 

Minimize Free Energy

Karl Friston



Built from the inside out

What is a brain trying to do?

How would it find its own data, 
and generate its own model?
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Brain’s Function 
is to minimize 
Prediction error

A Non-Equilibrium Steady State
The Fokker-Planck equation



Brain is an Inference engine

Hypothesis generator



Free Energy is the difference between the state you 
expect to be in (your inference about the world or 
your model of the world) and the state you are 
actually in (as determined by your sensations)



Real world 

Sensory Data, y

Inference

The world in my brain The free energy principle is 
a formal statement that explains how living 
and non-living systems remain in non-
equilibrium steady-states by restricting 
themselves to a limited number of states

Biological agents perceive and act in order to 
minimize long term surprise. It can predict its 
world. To do so an agent could model the 
world and try to predict the causes of 
sensations.

Friston, A Theory of Cortical Responses 2006



Inference

Real world The world in my brain 

Sensory Data, y



And Act

Sensory Data, y

Real world (p) The world in my brain (q) 

action, a

Sensory Data, y

Sensory Data, y



Free Energy 
Principle &
Active 
Inference

All biological systems (including the brain) 
seek to Minimise free energy through action 
& inference to minimize prediction error or 
minimize SURPRISE!!



The same principle applies to a 
protozoa, the human brain or a 
football team



Revisiting MNIST, Why do humans ‘see’? ….. How do humans ‘see’?

A meta-Bayesian model of intentional visual search Cullen, Monney, Mirza & Moran. 2020.  
Contextual perception under Active Inference, Mirza, Cullen, Parr, Shergill, Moran. 2021



Revisiting MNIST  

Vision is Active, Top-down, Sparse, Deliberative, Predictive 



Action & Belief Under Active Inference

𝑻𝟐

𝑻𝟑

11

39

𝑻𝟏

y 𝑹 𝒚, 𝒙𝒑 #𝒚 𝑹 %𝒚, %𝒙𝒑 𝑬𝒕
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𝒐(𝒍𝒐𝒄)𝒕

Hidden Stimulus
Posterior expectation about the 
target location !𝐨𝐥. & Ascending 
posterior expectation about the 

target digit !𝐨𝐡.

Observed portion of
stimulus

The agent’s visual expectation 
about the global & local scene 

generated from the prior 
network. 



“ A C T I V E ”  I N F E R E N C E

• The crucial understanding in the difference 
between Bayesian theory of brain function 
and the Free Energy Principle

• Biological systems are active, they change 
they move, they interact with their 
environment

• The inference (model, prediction) about the 
external world is not static but active

• Two essential implications for intelligence in 
organs, organisms and the brain

Karl Friston 

Anna Sales  

Maell Cullen

Anjali Bhat  

Berk Mirza

Ashley Tyrer

Jamie Thackrer

Nicole Himmelstoß

Elena Paci

Valeria Olivia

Zeliang Wang

Jonathan Monney


